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The evolution of a mono-disperse gravity current in the lock-exchange configuration is investigated by means of direct numerical simulations for various Reynolds numbers and settling velocities for the deposition. We limit our investigations to gravity currents over a flat bed in which density differences are small enough for the Boussinesq approximation to be valid. The concentration of particles is described in an Eulerian fashion by using a transport equation combined with the incompressible Navier-Stokes equations. The most interesting results can be summarized as follows: (i) the settling velocity is affecting the streamwise vortices at the head of the current with a substantial reduction of their size when the settling velocity is increased; (ii) when the Reynolds number is increased the lobe-and-cleft structures are merging more frequently and earlier in time, suggesting a strong Reynolds number dependence for the spatio-temporal evolution of the head of the current; (iii) the temporal imprint of the lobe-and-cleft structures can be recovered from the deposition map, suggesting that the deposition pattern is defined purely and exclusively by the structures at the front of the current. © 2015 AIP Publishing LLC.

I. INTRODUCTION

Turbidity currents are gravity-driven underflows, where the driving density difference is caused by particles in suspension. The particle concentration may be enhanced by erosion at the bed and reduced by deposition. They exhibit complex dynamics, with lobe-and-cleft instabilities forming at the front followed by a region of intense mixing through spanwise Kelvin-Helmholtz-type billows forming at the interface between the current and the ambient fluid.

Turbidity currents are an important mechanism in nature and they play a crucial role in geological events with, for instance, the formation of topographical features such as channels, gullies, sediment waves, and levees. They can develop when the fresh water of a river meets the salt water of the ocean with the ability to change the physical shape of the sea floor by eroding large areas and/or by depositing large amounts of sediment. They can also have a central role in the formation of hydrocarbon reservoirs and they can impact the stability of submarine structures placed at the sea-floor like pipelines or submarine’s cables.

It is clear that understanding the physical mechanism associated with these currents as well as the correct prediction of their main features is of great importance for practical and theoretical purposes. One of the key features of turbidity currents is the lobe-and-cleft structures located at the head of the current. There has been an intensive effort to study those structures, with many experimental investigations, theoretical approaches, and more recently with numerical investigations based on Direct Numerical Simulations (DNS). Experiments investigating...
lobe-and-cleft patterns have typically imaged the gravity current from below, allowing the growth, merging, and bifurcation of the structures to be tracked. This analysis identified the origin of the instability as the unstable stratification generated as ambient fluid is overrun by the current head, subject to a frictional surface. As a convincing argument, further experiments have been successfully carried out using a moving floor in the direction of the current in order to suppress this instability. However, a more recent study has shown that as the gravity current propagates, the lobe-and-cleft structures are less sensitive to the gravitational instability, suggesting the existence of an alternative Reynolds number-dependent mechanism creating the instability generating lobe-and-cleft patterns.

Several numerical studies also focus on the lobe-and-cleft structures in the lock-exchange configuration over flat beds but also with slightly more complex bed topography. They provide detailed and valuable information about the dynamics of turbidity currents with, for instance, the spatio-temporal evolution of the energy budgets, particle concentration field, or wall shear stress. Unfortunately, only very few DNS were carried out with a relatively high Reynolds number and with particle sedimentation. For turbidity currents with sedimentation, the highest Reynolds number simulated to date is 10 000 (Reynolds number defined with the half-size of the vertical computational domain as a reference length). Comparisons between 2D and 3D simulations for various Reynolds numbers were used to assess which quantities of interest for the geoscientist could be evaluated quickly with a 2D simulation. It was found that a 2D simulation is not able to predict accurately the main features obtained in a 3D simulation, with maybe the exception of the sedimentation rate for which a qualitative agreement can be found between the 2D and the 3D simulations. The highest Reynolds number reached by DNS for a planar density-driven gravity current is 7500 (15 000 if the Reynolds number is defined using the total height of the computational domain). The objective of the authors was to identify, visualize, and describe the turbulent structures and their influence on the flow dynamics. The authors found that the near-wall bottom flow can be very similar to a turbulent boundary layer flow with several longitudinal hairpin-like structures and preferential patterns of low and high speed streaks. They also noticed that most of the erosive power of the flow is found in the gravity current front. However, the sedimentation was not taken into account in those simulations. For 2D simulations, the highest Reynolds number reached was 30 000 for a linear-stability analysis of a 2D gravity-current front. The analysis was undertaken in order to clarify the instability mechanism that leads to the formation of the complex lobe-and-cleft structures. A good agreement was found between the 2D linear-stability analysis and a low Reynolds number 3D DNS only for the early stage of the spatial development of the current.

In the present numerical investigation, the main aim is to better understand how the particle settling velocity affects the spatio-temporal evolution of a gravity current, in particular the lobe-and-cleft structures at the front, for various Reynolds numbers. A strong connection is made between the deposition map and the imprint of the lobe-and-cleft structures. After briefly describing the problem configuration and the numerical strategy, we start our investigations by presenting the main features of the flow with 3D visualizations and with the temporal evolution of the front location, sedimentation rate, and suspended particle mass, followed by the temporal evolution of the full energy budget. Finally, we try to link the structures at the head of the current with the deposition patterns at the bottom of the channel before ending with a conclusion section.

II. PROBLEM CONFIGURATION AND GOVERNING EQUATIONS

In this paper, we focus on the prediction of a mono-disperse dilute suspension particle-laden flow in the typical lock-exchange configuration over a flat bed. Uniformly suspended sediment particles are enclosed in a small portion of the computational domain separated by a gate with the ambient fluid. The flow configuration is shown in Figure 1 and is exactly the same as in our previous work. We assume a small volume fraction of the particles (typically less than 1%) so that interactions among the particles, such as hindered settling and/or particle inertia can be neglected. The coupling between particle and fluid motion is dominated by the transfer of momentum, rather than volumetric displacement effects. The particles are assumed
to have an aerodynamic response time that is much smaller than typical fluid flow time scales. In this framework, the settling velocity $u_s$ may be considered constant and can be related to the particle diameter by the Stokes settling velocity law $^{28,29}$ as the dominant flow force on an individual particle is the Stokes drag. A more general discussion of flow forces acting on small particles can be found in Refs. 30 and 31. This flow configuration can be studied via DNS by solving the incompressible Navier-Stokes equations and a scalar transport equation under the Boussinesq approximation for the concentration of particles.

To make these equations dimensionless, half of the box height $h$ is chosen as the characteristic length scale and the buoyancy velocity $u_b$ is chosen as the characteristic velocity scale. The buoyancy velocity is related to the reduced gravitational acceleration $u_b = \sqrt{g/h}$, where $g' = g(\rho_p - \rho_0)c_i/\rho_0$. The particle and ambient fluid densities are $\rho_p$ and $\rho_0$, respectively, with $g$ being the gravitational acceleration and $c_i$ the initial volume fraction of the particles in the lock. The Reynolds number is defined as $Re = u_b h/\nu$, where $\nu$ is the kinematic viscosity, and the Schmidt number is defined as $Sc = \nu/k$, where $k$ is the mass diffusivity of the particle-fluid mixture. All other variables are made dimensionless using $c_i$, $h$ or $u_b$. Thus, the governing equations and scalar transport equation can be written as

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = \frac{2}{Re} \nabla \cdot \mathbf{s} - \nabla p + c e^g, \quad (1a)$$
$$\nabla \cdot \mathbf{u} = 0, \quad (1b)$$
$$\frac{\partial c}{\partial t} + (\mathbf{u} + u_s e^g) \cdot \nabla c = \frac{1}{ScRe} \nabla^2 c, \quad (1c)$$

where $e^g = (0, -1, 0)$ is the unit vector in gravity direction and the non-dimensional quantities $\mathbf{u}$, $p$, $c$, and $\mathbf{s}$ represent the fluid velocity, pressure, particle concentration, and strain rate tensor fields, respectively.

For the initial condition, a weak perturbation is introduced onto the velocity field at the interface in order to mimic disturbances when the mixture is released. Free-slip boundary conditions are imposed for the velocity field in the streamwise and spanwise directions, $x_1$ and $x_3$, while no-slip boundary conditions are used in the vertical direction $x_2$. For the scalar field, no-flux conditions are used in the streamwise and spanwise directions $x_1$ and $x_3$, and in the vertical direction $x_2$ at the top of the domain. In order to take into account the particle deposition in the vertical direction $x_2$ at the bottom of the domain, a simple 1D convection equation is used as a bottom outflow boundary condition,

$$\frac{\partial c}{\partial t} + u_s e^g \frac{\partial c}{\partial x_2} = 0, \quad (2)$$

meaning that the particles can leave the computational domain in the direction of the gravity when the settling velocity is non-zero. It is therefore possible to integrate over time the convective mass flux at the bottom of the computational domain to compute the deposition map. Note that no resuspension of particles back into the flow is allowed. However, it was shown that for the parameters considered here, resuspension of particles is unlikely to occur. $^{20}$
TABLE I. Summary of numerical parameters.

<table>
<thead>
<tr>
<th>$Re$</th>
<th>$L_1, L_2, L_3$</th>
<th>$n_1, n_2, n_3$</th>
<th>$\Delta t$</th>
<th>$u_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2236</td>
<td>18, 2, 2</td>
<td>1441, 221, 201</td>
<td>$6.024 \times 10^{-4}$</td>
<td>0</td>
</tr>
<tr>
<td>2236</td>
<td>18, 2, 2</td>
<td>1441, 221, 201</td>
<td>$6.024 \times 10^{-4}$</td>
<td>0.02</td>
</tr>
<tr>
<td>2236</td>
<td>18, 2, 2</td>
<td>1441, 221, 201</td>
<td>$6.024 \times 10^{-4}$</td>
<td>0.03</td>
</tr>
<tr>
<td>2236</td>
<td>18, 2, 2</td>
<td>1441, 221, 201</td>
<td>$6.024 \times 10^{-4}$</td>
<td>0.04</td>
</tr>
<tr>
<td>5000</td>
<td>18, 2, 2</td>
<td>1537, 257, 257</td>
<td>$5 \times 10^{-4}$</td>
<td>0.02</td>
</tr>
<tr>
<td>10000</td>
<td>18, 2, 2</td>
<td>2305, 513, 385</td>
<td>$3 \times 10^{-4}$</td>
<td>0.02</td>
</tr>
</tbody>
</table>

III. NUMERICAL METHODS AND PARAMETERS

The simulations are performed with the high-order flow solver Incompact3d which is based on sixth-order compact schemes for spatial discretization on a Cartesian mesh and a third-order Adams-Bashforth scheme for time advancement. To treat the incompressibility condition, a fractional step method requires to solve a Poisson equation. The main originality of this code is that this equation is fully solved in spectral space via the use of relevant 3D Fast Fourier transforms (FFTs), which allows the use of different boundary conditions in each spatial direction. Using the concept of the modified wavenumber, the divergence free condition is ensured up to machine accuracy. The pressure mesh is staggered from the velocity one by half a mesh to avoid spurious pressure oscillations. More details about the present code and its validation can be found in Ref. 33. For this numerical work, the version of Incompact3d based on a scalable 2D domain decomposition is used in order to run the simulations on parallel supercomputers. See Ref. 34 for a detailed description of the domain decomposition strategy.

The parameters of the six 3D simulations are presented in Table I. Three different Reynolds numbers are simulated with a settling velocity of 0.02. For the lowest Reynolds number, three extra simulations are performed: a reference simulation with no settling velocity and two simulations with settling velocities equal to 0.03 and 0.04. When expressed as dimensional quantities, the particle diameter is between 19.94 $\mu$m and 42.18 $\mu$m and the settling velocities are of the order of 0.005 m/s for a channel height of 0.125 m, corresponding to middle to coarse silt particles. The Schmidt number is fixed to $Sc = 1$ for all the simulations. We consider a subdomain of $(L_{1b}, L_{2b}, L_{3b}) = (1, 2, 2)$ to define the box containing the particle-fluid mixture. All the simulations are performed for a non-dimensional time of $t = 60$ except for the simulation with $Re = 10000$ which is stopped at $t = 32$ for computational constraints. The perturbation added onto the initial velocity field is adjusted in order to get an initial kinetic energy equal to $\approx 1\%$ of the initial potential energy.

The numbers of mesh nodes and the size of the simulations have been carefully chosen in order to solve the smallest scales of the flow. In a previous paper, we successfully compared our simulations with previous numerical data and experimental data.

IV. GENERAL FEATURES OF THE FLOW

The sudden release of the particle-fluid mixture along the left wall of the computational domain leads to the streamwise evolution of a gravity current into the ambient fluid. At the very early stage of the simulation, before $t = 8$, the motion is mainly two dimensional for the low Reynolds number case whereas it already has some 3D features for the highest Reynolds number case. At $t = 8$, three-dimensional structures can be observed in the six simulations as shown in Figure 2. The gravity current can be separated into two parts: the head of the current, still transitioning toward a turbulence state where the lobe-and-cleft patterns can be observed, and the core of the current, with 3D turbulent features and a wider range of scales when the Reynolds number is increased. It seems also that at $t = 8$ the settling velocity is not influencing the flow too deeply, at least based on the $Q-$ criterion. The only noticeable difference is maybe an attenuation of the turbulent activity at the head of the current when the settling velocity is increased. At $t = 20$, it can be seen that the head
FIG. 2. Turbulent structure of the gravity currents illustrated by the $Q$– criterion for the isovalue $Q = 1$ with (from top to bottom): $Re = 2236$ with $u_s = 0, 0.02, 0.03, 0.04; Re = 5000$ and $Re = 10\,000$ both with $u_s = 0.02$ at $t = 8$ (left) and $t = 20$ (right).

and the tail of the current are both fully turbulent with very intense vortices, mainly orientated in the streamwise direction. When the Reynolds number is increased, more and more structures of smaller and smaller size can be observed in the core of the current. Finally, when the settling velocity is increased, it seems that the head of the current is slowing down as the structures highlighted in Figure 2 are further away from the end of the visualization box located at $x_1 = 11$.

Snapshots of the concentration field are shown in Figure 3 at $t = 8$ and $t = 20$ for $x_3 = 0$ corresponding to the middle-plane of the computational domain in the spanwise direction. It is possible to see that the tail and the top of the current are exhibiting more turbulent features when the Reynolds number is increased, leading to an acceleration of the deposition process. Interestingly, when the settling velocity is increased, the tail of the current is different, with very intense values for the concentration field above 0.3 when $u_s = 0.04$ whereas only values up to about 0.15 can be observed when $u_s = 0.02$. For the reference case with no deposition, it is very difficult to identify clearly Kelvin-Helmoltz vortices at the tail of the current. Instead, very intense values in a very homogeneous concentration field can be observed. At $t = 20$, almost all the particles have deposited for the simulation with the highest settling velocity. Finally, the concentration field at the interface exhibits more complex and finest features when the Reynolds number is increased.

Figure 4 shows the profiles of the streamwise velocity at $t = 8$ and $t = 20$ after an average in the spanwise direction. At $t = 8$, the highest values for the streamwise velocity are located in the
core of the current (location $x_1 = 2$). It suggests that the structures at the top of the current, the Kelvin-Helmoltz vortices, are eventually convected slightly faster than the lobe-and-cleft structures. Interesting features at $x_1 = 2$ and $x_1 = 3$ are the negative values for the streamwise velocity very close to the wall for $x_2 < 0.05$. This trend is more pronounced for the lowest Reynolds number and for the highest settling velocity. As a result, there is a separation region for a short period of time that could be induced by a Kelvin-Helmoltz vortex as suggested by Figure 3. Finally, for $x_1 = 5$, corresponding to the head of the flow, only the Reynolds number is affecting the velocity profiles close to the wall for $x_2 < 0.25$, with an acceleration of the flow when the Reynolds is increased. At $t = 20$, as the current is fully turbulent, we can observe more conventional boundary layer profiles for the streamwise velocity, even in the core of the current, for $0 < x_2 < 0.9$. However, considering the Reynolds numbers in this numerical work, it is clear that the velocity profiles presented here do not fit with a log law scaling. Even though, the flow exhibits some features highlighted in previous numerical studies such as longitudinal hairpin like structures and preferential patterns of low and high speed streaks. Because they are travelling slower than the Kelvin-Helmoltz vortices at the early stages of the simulations, the lobe-and-cleft structures at the bottom of the computational domain eventually interact with the Kelvin-Helmoltz vortices, giving rise to a fully turbulent gravity current. This figure also confirms that when the settling velocity is increased, the head of the current is
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**FIG. 3.** Concentration field (the color red corresponds to $c > 0.3$, the color blue to $c = 0$) for $x_3 = 0$, (left) $t = 8$, (right) $t = 20$ (from top to bottom $Re = 2236$ with $u_s = 0, 0.02, 0.03, 0.04, Re = 5000, 10 000$ both with $u_s = 0.02$).

![Figure 4](image-url)

**FIG. 4.** Profiles for different streamwise locations of the streamwise velocity at $t = 8$ (left) and $t = 20$ (right) after an average in the spanwise direction.
evolving slower. We can see that at $t = 20$ for $u_s = 0.04$, the streamwise velocity profile is almost zero at $x_1 = 10$, suggesting that the current has not reached yet this streamwise location.

The temporal evolution of the front location $x_f(t)$, the suspended particle mass $m_p/m_{p0}(t)$, and the sedimentation rate $\dot{m}_s(t)$ are shown in Figure 5. The front location $x_f$ corresponds to the first streamwise location where the streamwise component of the concentration gradient (after an average in the spanwise direction) is non-zero when starting from the end of the computational domain. The suspended particle mass normalized by the initial suspended mass $m_p/m_{p0}$ is defined as $m_p(t) = \int_{L_3} \int_{L_1} \int_{L_2} c_w(x_1, x_3, t) u_s dx_3 dx_1$, where $c_w$ is the concentration at the wall. The temporal evolution of the front location $x_f(t)$ in Figure 5 shows that the front velocity deviates quite quickly (after $t = 10$) from a straight line (observed when there is no settling velocity), with a substantial decrease due to the deposition. The deviation is obviously more and more pronounced when the settling velocity is increased. A variation of the Reynolds number has a limited impact for $x_f$. For all the simulations, after a brief initial period of acceleration, a fairly large period of near constant velocity is obtained, in agreement with previous studies. To summarize, it is possible to identify an initial phase where the velocity sharply increases, a phase where the velocity is nearly constant, and a final phase where the front velocity decays because of the particle deposition. Concerning the suspended mass $m_p/m_{p0}(t)$, the value obtained at the end of the simulation is lower than 5% for all cases but a much faster decay can be observed when the settling velocity is increased. It seems also that for high Reynolds numbers ($Re = 5000, 10 000$), the evolution of the suspended mass is nearly the same. Concerning the sedimentation rate, the initial values for $\dot{m}_s(t) = 0.02, 0.03$, or $0.04$ correspond to the settling velocities. The sedimentation rate is slowly increasing for all cases up to $t \approx 10$ with different values but with a similar evolution at the same slow rate of about $t^{0.5}$, in agreement with the numerical data of Ref. 20. At the early stage of the simulations, there is very little mixing between the suspended particles and the ambient fluid. Turbulent motions are only developing at the tail of the current and they would not have reached yet the head of the current, as shown in Figure 2 for
$t = 8$. A peak value is reached for $11 < t < 15$, with a very weak Reynolds number dependence and a rather significant dependence with the settling velocity. After the peak, the sedimentation rate suddenly decreases very quickly at a rate of about $t^{-2.5}$. After $t \approx 15$, the current is fully turbulent from its head to its tail with intense turbulent motions everywhere. One can expect the sedimentation rate to be larger than the one for a current with less turbulent features, for which mixing is less likely to happen. We will see in the following that the sedimentation process is strongly related to the structures at the head of the current and to its turbulence activity. The more turbulence close to the bottom of the channel the more mixing in the current, with a larger number of particles more likely to deposit.

V. ENERGY BUDGETS

In this section, we investigate how the temporal evolution of the different energy components is affected by the streamwise growth of the current. In particular, we focus on the influence of the settling velocity as we already discussed the influence of the Reynolds number in a previous study, where the framework of the analysis of the energy budget is explained in great detail. The rate of change for the total energy is given by

$$
\frac{d(k + E_p)}{dt} = -\int_\Omega \frac{2}{Re} \mathbf{s} : \mathbf{d}\Omega + \int_\Omega \left( \frac{1}{ScRe} \nabla^2 c + x_2 u_s \frac{\partial c}{\partial x_2} \right) d\Omega
$$

where $\epsilon$ is associated to the turbulent dissipation (macro-dissipation at macroscopic scale) while $\epsilon_s$ is the dissipation associated with loss of energy due to suspended particles (micro-dissipation at microscopic scale). $k(t) = \int_\Omega \frac{1}{2} \mathbf{u} \cdot \mathbf{u} d\Omega$ and $E_p(t) = \int_\Omega c x_2 d\Omega$ are the kinetic and potential energy components, respectively. In order to study the temporal evolution of $\epsilon$ and $\epsilon_s$, we define $E_d$ and $E_s$ as the time integrals of the dissipation components $\epsilon$ and $\epsilon_s$ with

$$
E_d(t) = \int_0^t \epsilon(\tau) d\tau \quad \text{and} \quad E_s(t) = \int_0^t \epsilon_s(\tau) d\tau.
$$

Integrating Eq. (3) in time yields to the following equation:

$$
k + E_p + E_d + E_s = E_T = E_{T0} = \text{cst},
$$

where $E_{T0}$ is the energy available in the computational domain at the beginning of the simulation. Note that in our approach, we consider the full budget equation for the kinetic energy. A similar approach, with simplifying assumptions, can be found in Ref. 21. The main difference between the present work and the work of Ref. 21 is that we compute the exact energy equation without any assumptions over the dissipation terms.

Figure 6 presents the temporal evolution of the energy budget with the time history of all energy components for the 4 simulations with $Re = 2236$. The data presented are normalized with $E_{T0}$ which is the total energy of the system at $t = 0$. The first important result here is that $E_T$ is constant in our simulations, meaning that the energy is well conserved. At the very early stage of the simulations (before $t = 5$), there is a rapid conversion of potential energy into kinetic energy which has a peak at $t \approx 4$ followed by a steady decay. This decay is caused by the increasing influence of the dissipation which is playing a key role along the development of the current. At the end of the simulation, the kinetic energy and the potential energy are virtually close to zero. A very interesting result is that at the early stage of the temporal evolution of the current, the settling velocity is strongly affecting the evolution of the micro-dissipation. For instance, the micro-dissipation is more important than the macro-dissipation for up to $t = 10$ for the simulation with $u_s = 0.03$ and for up to $t = 15$ for the simulation with $u_s = 0.04$, corresponding to the time when the head of the current becomes fully turbulent. After $t \approx 15$, this trend is inverted and by the final time of the simulation, the macro-dissipation $E_d$ accounts for about 55% – 60% of dissipation of the initial potential energy. At the end of the simulation, $E_d \approx 55\%$ and $E_s \approx 42\%$ for $u_s = 0.04$ whereas $E_d \approx 60\%$ and $E_s \approx 22\%$ for $u_s = 0.02$. Sedimentation accounts for a substantial loss of energy which is hence not
available for transport and mixing. Furthermore, there is a strong correlation between the level of energy dissipated by sedimentation and the settling velocity: more energy is lost by sedimentation when the settling velocity is increased. As already discussed in our previous study, the influence of the Reynolds number on the temporal evolution of the energy budget is quite weak, except maybe for the peak of kinetic energy that is slightly increased when the Reynolds number is increased.

The simulation with a non-zero settling velocity confirms that the macro-dissipation \( E_d \) is strongly affected by the settling velocity with a high value of nearly 80\% obtained at \( t = 60 \). Furthermore, because the head of the current is reaching the end of the computational domain at about \( t = 35 \), we do not plot the curves after \( t = 35 \). It is another evidence that the sedimentation is clearly slowing down the current. Finally, it is important to point out that the micro-dissipation is negative as the term relative to the settling velocity is zero and cannot balance the negative Laplacian term (see Eq. (3)).

VI. FRONT STRUCTURES AND DEPOSITION PATTERNS AT THE WALL

In this section, we focus on the characteristics of the head of the current structures, namely, the lobe-and-cleft patterns, and their relation with the 2D deposition at the wall expressed as

\[
D_t(x_1, x_3, t) = \int_0^t c_w(x_1, x_3, \tau) u_s \, d\tau. \tag{6}
\]

At \( t = 8 \), the structure at the front can be analyzed in detail through visualizations of the concentration field as shown on the left side in Figure 7 for \( c = 0.25 \). A cross section of the \( Q \)– criterion for the selected vertical planes upstream of the front is shown at the right side of the same picture. The lobe-and-cleft patterns can be well identified with regions between two streamwise vortices (indicated in red with positive values of \( Q \)– criterion), the lobes, along with regions with an important deformation rate, the clefts. As suggested in Figure 7, the spatial organisation of the lobe-and-cleft structures is far more complex when the Reynolds number is equal to 10 000, with
regions of high deformation rate and high vorticity on top of each other. This can be explained by a faster transition into a turbulent state for the head of the front when the Reynolds number is increased. Furthermore, when the Reynolds number is increased, the lobe-and-cleft structures are more intense suggesting a stronger turbulence activity at the head of the current. For the reference simulation with no deposition, the lobe-and-cleft structures are much larger and more intense by comparison to the ones observed when the deposition is present since no micro-dissipation is expected for this conservative current. When the settling velocity is increased, the lobe-and-cleft structures are getting smaller and smaller and are less intense. Quite remarkably, the location of most of those structures in the spanwise direction is not changing, highlighting the deterministic character of our simulations (same random noise at the gate for all the simulations). Finally, it is important to note that because of the strong influence of the settling velocity, comparisons with previous numerical work where the deposition was not taken into account are not relevant.

The authors in Refs. 3, 7, and 12 showed experimentally that the lobe-and-cleft structures at the front arise from a gravity instability produced by the ambient fluid which is overrun by the particle concentration of the gravity current. The front structure can be seen in great detail in Figure 8 with visualizations in the \((x_1, x_2)\) (side view) and \((x_1, x_3)\) (bottom view) planes of the \(Q\)-criterion with an isovalue of 1. For this figure, the longitudinal black lines, obtained from the deposit map, correspond to the signature of the clefts. At \(t = 8\), the front is well defined, with very long streamwise vortices at the bottom surface. When the Reynolds number is increased, the lobes and the clefts are getting thinner and thinner and therefore their spanwise wavelength is expected to be larger. At \(t = 14\), the structures are more complex, with a shorter length in the streamwise direction, especially for the low Reynolds number cases. Highly complex structures at the head of the current can be observed with lobes of different sizes nested into each other. Some lobes have merged together, a phenomenon already reported experimentally by Refs. 7 and 14 and clearly visible for the simulations with \(Re = 10000\) when looking at the temporal map of the front structure’s signature. A merging is highlighted in Figure 9. At \(t = 6\), we can see three tooth like structures at the head of the front. The structure in the middle is then progressively split in two parts, each of them merging with the neighboring structures. As a result, at \(t = 9\) two larger tooth like structures can be observed.
FIG. 8. Visualization in the \((x_1, x_2)\) and \((x_1, x_3)\) planes of the front structures along with their signatures by plotting the Q-criterion with an isovalue equal to 1, for \(t = 8\) (left) and \(t = 14\) (right). From top to bottom: \(Re = 2236\) with \(u_s = 0.04, 0.03, 0.02\); \(Re = 5000\) and \(10 000\) with \(u_s = 0.02\). The black circle corresponds to the merging in Figure 9.

The signature of the front structures is presented in Figure 10 at \(t = 30\) for the simulations with \(Re = 2236\) and \(u_s = 0.02\) and with \(Re = 10 000\) and \(u_s = 0.02\). When \(Re = 10 000\), a new instability is developing at the front of the current with fish bone skeleton structures visible on the temporal signature of the structures. It seems that there is a critical spanwise size for the lobes of about 0.5\(h\) for \(Re = 10 000\). When the lobes reach this critical size, a local instability causes the lobes to crack, similarly to what happens to the ice at the head of a glacier. This local instability, which is not strong enough to provoke a complete break-up of a lobe, could be triggered by the increasing number of very intense thin structures localized within each lobe as shown in Figure 8. Further investigations
FIG. 9. Visualization of the merging process for the lobe-and-cleft patterns using the $Q$– criterion between $t = 6$ and $t = 9$ for the simulation with $Re = 2236$ and $u_s = 0.03$. This merging is highlighted in Figure 8 by a black circle. are needed at this point to better characterize this new instability with DNS at higher Reynolds numbers and with a larger computational domain in the spanwise direction.

Using Figure 8, it is possible to carry out a quantitative analysis of the size of the lobe-and-cleft structures during the temporal evolution of the current. At $t = 8$, when the settling velocity is increased, the size of lobe-and-cleft structures is reduced from a spanwise average of about $0.3h$ for the simulation with a settling velocity of 0.02 to a spanwise average of about $0.2h$ for the simulation with a settling velocity of 0.04. At this stage, the Reynolds number is not affecting the spanwise average size of the structures. At $t = 14$, the six simulations exhibit more or less the same spanwise average size of $0.4h$, similar to the sizes reported experimentally by Ref. 12 and numerically by Ref. 20. In the numerical work of Ref. 26, where the deposition is not taken into account, the spanwise average size is slightly larger than the ones reported in the present work with a value of about $0.5h$ for a Reynolds number of 7500, however, consistent with Figure 7. At a more advanced stage of the development of the current, the spanwise average size can be larger than $h$ in our low Reynolds number simulations, whereas because of the local instability there is a critical size of about $0.5h$ for our simulation with $Re = 10000$. A new simulation with a large spanwise domain would help to check the influence of the size of the computational domain on this critical spanwise size for the lobes.

A schematic representation of the lobe-and-cleft patterns is presented in Figure 11 in the $(x_2,x_3)$ and $(x_1,x_3)$ planes. This figure is a summary of Figures 7 and 8 with a frontal and a bottom wall view of the head of the current. The schematic characteristics of the lobe-and-cleft structures presented here are important with respect to the front formation, the distribution of strain rate $(s)$ and rotation rate $(w)$, and the relation between the spanwise wavelength of the front and the shape of the deposition. We can identify a cleft structure as a region of high strain rate $(Q < 0$, corresponding to $s > w$ in Figure 11). It is located between two intense vortices (with a high rotation rate, $Q > 0$, corresponding to $w > s$ in Figure 11). Each pair of intense vortices between two clefts forms the basis of a lobe structure, similar to an elongated tooth. Note that the spatial organisation of the lobe-and-cleft structures can be far more complex when the Reynolds number is increased as

FIG. 10. Visualization in the $(x_1,x_3)$ plane of the signature of the lobe-and-cleft structures for $t = 30$ for the simulation with $Re = 2236$ and $u_s = 0.02$ (top) and with $Re = 10000$ and $u_s = 0.02$ (bottom). The black circle shows an example of a fish bone skeleton instability.
The head of the current is more complex with a wider range of vortices and the occurrence of a new instability. The streamlines within a lobe which can be seen at the bottom left of Figure 11 can be explained by the high speed velocity inside the lobe by comparison to a lower velocity for the cleft.

The deposit map can also be examined at $t = 8$ and $t = 14$ (see Figure 12) where the longitudinal lines correspond to the signature of the clefts. It is clear that the deposition mechanism occurring at the bottom of the current is not affecting the signature of the lobe-and-cleft patterns. The signature of the structures at the head of the current is persistent for a very long time and may strongly influence the deposition mechanism. The deposition map can therefore be seen as a footprint of the front structures and can be used to better understand the lobe-and-cleft patterns. The evolution of the lobe-and-cleft patterns can be recorded in time and reproduced in space via the 2D deposition map at the wall. In particular, the merging of the lobe-and-cleft, highlighted in Figure 9, can clearly be identified especially when the head of the current is transitioning from a relatively quiet state to a more turbulent state. It is however important to note that in the present work, the

![Deposit map at $t = 8$ (left) and $t = 14$ (right) where the red color corresponds to the maximum deposition. Each time is scaled with its maximum. From top to bottom: $Re = 2236$ with $u_s = 0.04, 0.03, 0.02$; $Re = 5000$ and $10000$ with $u_s = 0.02$.](image)
deformation of the solid surface by either the lobe-and-cleft patterns or the deposition mechanism is
not taken into account. This deformation of the solid surface could also in return affect the evolution
of the lobe-and-cleft patterns and impair the deposition mechanism.

Figures 12 and 8 can be used by the geoscientist to understand the link between the deposition
map and the lobe-and-cleft patterns. In particular, it can be seen that the deposition is not uniform in
the spanwise direction, especially when the Reynolds number is increased. We can also see that the
deposition has a wavy behavior in the streamwise direction, with two clear peaks for \( Re = 10000 \)
for \( x_1 \approx 2.4 \) and three peaks for \( Re = 5000 \) for \( x_1 \approx 2, 4, 5 \) in the streamwise direction. These figures
also suggest that there might be a dependence with the size of the computational domain in the
streamwise direction, highlighted by the spanwise shape of those peaks.

VII. CONCLUSIONS

Highly resolved direct numerical simulations have been presented in this paper to investigate
the evolution of a mono-disperse dilute suspension particle-laden flow in the lock-exchange config-
uration for a channel flow. The global energy balance at different stages of the evolution of the
gravity current is showing that when the settling velocity is reduced, the micro-dissipation (related
to the suspended particles) is also reduced whereas the macro-dissipation (related to the turbulence)
is increased. At the end of the simulations, the micro-dissipation is reduced by almost a factor 2 be-
tween the simulation with a settling velocity equal to 0.04 and the one with a settling velocity equal
to 0.02. This can be explained by the fact that when the diameter of the particles is increased, the
turbulence activity is reduced, with a more important drag around the particles. The settling velocity
is affecting the size of the streamwise vortices at the front. The structures have a reduced size both in
the spanwise and streamwise directions when the deposition is taken into account by comparison to
the reference simulation with no deposition. When the Reynolds number is increased, the lobes are
merging more often and earlier. A new instability has been identified only for the highest Reynolds
number simulation, highlighted by fish bone skeleton structures when looking at the signature of
the lobe-and-cleft structures at the front. The lobes reach a critical dimension, leading to the de-
velopment of small new clefts. However, this instability is not strong enough to provoke a complete
break-up of a lobe. Finally, the temporal imprint of the lobe-and-cleft structures can be recovered
from the deposition map which gives very valuable information about the structures at the front of
the current. The deposit map is a fingerprint of the turbulent structures at the front of the current and
neither the body nor the tail of the current are able to modify it, at least under the conditions of our
simulations.

As already mentioned, the next step is to carry out simulations with a larger computational
domain in the spanwise direction with higher Reynolds numbers to investigate the new local insta-
bility discovered in the present simulations with \( Re = 10000 \). DNS may be too expensive in terms
of computational resources for such simulations. Therefore, we are interested in using a technique
developed by Ref. 36 based on high-order numerical dissipation to take into account the dissipation
of the unresolved small scales, in a context of implicit large eddy simulations. Validations for this
technique with the simulations presented in this paper are currently in progress and comparisons
will also be carried out with the experimental data of Ref. 37, if possible.

Another direction of research would be to investigate gravity currents with a more complex
bottom floor.23,24,38 A customized Immersed Boundary Method (IBM) can be combined with our
high-order flow solver in order to model accurately 3D obstacles at the bottom of the computational
domain.39 The idea is to mimic the complex topographies observed in nature for turbidity currents
and to see how the gravity currents are reacting to a specific topography. Finally, our customized
IBM method could also be used to take into account the erosion.
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